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Resumen: El presente trabajo se divide en dos partes. En primer lugar, se realiza
un estudio introductorio a la teoria de juegos diferenciales, prestando especial atencion a
una herramienta muy poco empleada en la ingenieria como son las ecuaciones de Isaacs.
Se relacionan con la ecuacion de Bellman y el principio del maximo de Pontryagin,
mostrando que son una simplificacion del segundo, y se estudia su campo de aplicacion,
haciendo especial énfasis en las condiciones que permiten resolver un juego empleando
estas ecuaciones.

En segundo lugar, se estudia una aplicacion concreta de esta herramienta a las tele-
comunicaciones, mediante el disefio de las trayectorias Optimas de dos drones en una
situacion de interferencia. Asi, se plantea un juego donde un dron trata de comunicarse
con estaciones base, que pueden ser fijas o mdviles, y otro trata de interferir esa comuni-
cacion. El elemento a disefiar es la trayectoria 6ptima de cada uno de los drones, teniendo
en cuenta las restricciones dindmicas de los mismos.

Para plantear y resolver esta situacion, en primer lugar se estudia la capacidad de
comunicaciones que se tiene en el entorno descrito, que a continuacién es simplificada. A
partir de aqui se exploran dos soluciones diferentes para obtener las trayectorias dptimas:
por un lado, se plantea el juego en términos de persecucidon-evasion y se resuelve el
problema, obteniendo los controles 6ptimos empleando para ello diferentes enfoques.

Por otro lado, se procede a plantear el problema como un juego de suma cero en
términos de capacidad de comunicaciones y este problema es resuelto empleando las
ecuaciones de Isaacs. Una vez que se obtienen los controles 6ptimos, es posible determi-
nar las trayectorias de cada uno de los drones que resuelven el problema planteado.

Finalmente, se comparan ambas soluciones al problema, destacando las ventajas e
inconvenientes de cada una de ellas y comparando las trayectorias a las que se llegan,
todo lo cual repercutiria en el disefio real de un sistema que implementase alguna de estas
soluciones para hacer frente al problema de interferencias planteado.

Parte de este trabajo se ha publicado en el Workshop on Statistical Signal Processing
(2016), bajo el ttulo de “A new approach for solving anti-jamming games in stochastic
scenarios as pursuit-evasion games”.



Abstract

This work presents two different sections. First, an introduction to differential game
theory is presented, paying special attention to Isaacs’ equations, which are a tool not
often used in engineering. They are related to Bellman equation and Pontryagin max-
imum principle, being a simplification of the second, and their field of application is
studied, with special emphasis in the conditions that allow a game to be solved using
these equations.

Secondly, a concrete application of this tool to communications is studied: the design
of optimal trajectories of two UAVs in a jamming environment. Hence, a game is posed
where one UAV tries to communicate with relay stations, that can be fixed or mobile, and
the other UAV tries to jam that communication. The design target is the optimal trajectory
of each UAYV, taking into account their dynamical restrictions.

In order to pose and solve this game, first, the communications capacity in the de-
scribed environment is studied and simplified. Two different solutions are studied in
order to obtain optimal trajectories: on the one hand, a pursuit-evasion game is posed and
solved, obtaining the optimal controls using different approaches.

On the other hand, the game is posed as a zero-sum game in terms of communications
capacity and this problem is solved using [saacs equations. With the optimal controls, it
is possible to obtain the trajectories of each UAV that solve the problem posed.

Finally, both solutions to the problem are compared, highlighting both their advan-
tages and drawbacks and comparing the resulting trajectories. All this would have an
impact on the actual design of a system that would implement any of the proposed solu-
tions to face the problem of jamming described.

Part of this work was published in the Workshop on Statistical Signal Processing

(2016), under the title “A new approach for solving anti-jamming games in stochastic
scenarios as pursuit-evasion games’.

Madrid, June 15, 2016
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Chapter 1

Introduction

In the last years, a large research has been done related to Unmanned Aerial Vehicles
(UAVs), either in military or civil scenarios. In a formation, communication between
vehicles must be wireless. Thus these links are vulnerable to jamming attacks. This is an
area of research where different attack / defense strategies have been proposed. A wide
variety of techniques are used, as spectral channel surfing and spatial positioning of the
nodes [1], game theory tools [2], [3], [4], [5] or the use of a honey-pot node [6]. A general
survey of jamming techniques is presented in [7].

In case that the jammer and communicating nodes are mobile, the attack can be mod-
eled as a zero-sum, non-cooperative, differential game [8]. There are several tools dedi-
cated to analyze this kind of games, especially for two player games [9], [10], [11], [12].
There are specific solutions for some multi-player games, such as [13], [14], [15], [16],
[17]. The main tools used are the Hamilton-Jacobi-Bellman-Isaacs equations, which are
difficult to solve to obtain an analytical solution. In some specific games, the game can
be solved using only Isaacs equations [10], which greatly simplifies the analysis.

In this work, the case in which there is one UAV trying to communicate with relay
nodes while another UAV which tries to jam the communications is modeled using dif-
ferential game theory. The relays can be static or dynamic but their exact position is
unknown. The main contribution of the master thesis is posing the problem in terms of
optimizing capacity and under some hypotheses, approximating it as a pursuit-evasion
game using Isaacs’ tools. To the best of our knowledge, this has not been done yet and al-
lows obtaining a new approach in which communications related problems can be solved
using well known pursuit-evasion game tools.

Part of the present thesis was submitted and published on IEEE Workshop on Statisti-
cal Signal Processing (2016), held in Palma de Mallorca, under the title “A new approach
for solving anti-jamming games in stochastic scenarios as pursuit-evasion games” [18].

In chapter 2, we give a brief introduction to differential game theory and present Isaacs
equations. Then, in chapter 3, we describe the jamming problem that we pose and obtain
the expression for total system capacity. After, in chapter 4, we solve the game posed in
chapter 3 approximating it as a pursuit-evasion game. Next, in chapter 5, the capacity
game is solved. Both game results are compared in chapter 6 and the main conclusions
are outlined in chapter 7.






Chapter 2

General framework of differential
games

2.1 Introduction to game theory

Game theory [19] is a branch of mathematics that deals with interactions among multiple
decision makers, which are called players. Each one of the players has a preference or a
target that she wants to obtain, which is represented as an objective function. A player tries
to optimize her own objective function, which generally depends on the actions of other
players, which means that a player cannot optimize her objective function independently
of the rest of players.

Games can also be classified as cooperative or non-cooperative. The former case mod-
els how agents compete and cooperate as coalitions in order to create value, since they
have common objectives, whereas the latter models the actions of agents trying to max-
imize their own objective function [20]. In non-cooperative games games, the solution
concept that is used is a Nash equilibrium, named after the mathematician John Nash who
introduced and proved this concept [21] [22]: a Nash equilibrium is such that none of
the players can improve her payoff by a unilateral move. There might be different Nash
solution points to a game.

Another classification of games is done in terms of the time [23]: if the game takes
place instantaneously and not over a whole interval of time, it is called static. If it hap-
pens otherwise and hence, a player takes different decisions over time, the game is called
dynamic. Also, in the latter case, the objective function of the players depend on a state
which changes with time. In static games, the action of each player is a single choice,
whereas in dynamic games, each player makes various actions, which are collected by
her strategy, which is a function of time.

In the case of dynamic games, the time interval over which the game takes place can
be finite, that is, ¢ € [0, t¢] or infinite, when ¢ € [0, 00): that causes games to be of finite or
infinite horizon. Also, it is possible that this time is discrete or continuous, in the second
case, the game is usually called differential game.

A final classification of games is done in terms of the objective functions of the players
[19]: if they can be made zero after appropriate positive scaling and/or translation that do
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not depend on the decision variables of the players (i.e., their actions or controls) the game
is called zero-sum; and nonzero-sum otherwise.

Game theory can be seen as a generalization of optimization and control theory. The
first deals with problems in which an agent tries to optimize an objective function, and
hence, it can be seen as a particular case of a static game, with only one player involved.
Game theory is also related to multi-objective optimization, in which there are more than
one objective functions. Control theory, on the other hand, deals with obtaining a function
of time that optimizes a functional, and hence, it can be seen as a particular case of
differential games, with only one player involved. Thus, optimization, control theory and
game theory are closely related, being the last a generalization of the first two.

2.2 Introduction to differential games

A differential N-player game, with N players and where .4 := {1,.., N} is the players
set, has the following elements:

e A continuous time interval, t € [0, ¢ f], where t; is the final time of the game. This
interval denotes the duration of the evolution of the game, which can be finite in
case that £y < oo or infinite otherwise. In this work, we will study finite horizon
games, and hence, the condition that ¢y < oo will always be satisfied.

e A trajectory space, denoted by .%, which is an infinite set whose elements are the
permissible state trajectories, denoted as {x(t),0 < t < t;}. For each fixed ¢ €
0,tf], z(t) € SY, where S° is a subset of a finite-dimensional vector space. The
trajectories z(t) describe the state of each player in each time instant.

e An action space for each of the N players, denoted by %%, which is an infinite
set defined for each ¢ € .#". The elements of this set are the permissible controls
of player i. There exists a set S° C R™ (i € .4) so that for each fixed ¢ €
0,t¢], u;(t) € S". The controls will be functions of the time and the game solution
searches for the optimal control function for each one of the players that drive the
game to a Nash equilibrium situation.

e A differential equation, called the dynamics equation, which defines how the states
vary with time as a function of the players controls, states and time. The solution to
this equation describes the state trajectory of the game as a function of controls and
initial state (i.e., xq). Its form, hence, will be:

dx(t)
dt

= f(t,z(t),us(t),...,un(t)),z(0) = xo 2.1)

e A set-valued function n’(¢), which determines the information that is available to
player ¢ at time ¢. Depending on the information that is available to each player in
each moment of the game, it is possible to classify games according to, at least, two
different patterns [8]:
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1. Open loop pattern, if n'(t) = {zo},¢ € [0, t;]. The player can only access the
initial state of the game

2. Closed loop perfect state information (CLPS), if ' (t) = x(s), Vs € [0,t]. The
player has access, in every stage of the game, to the current, past and initial
states.

e Two functionals for each player, G* : S° — R, L*: [0,¢;] x S® x ST x ... x SN —
R, defined for each ¢ € .47, so that the cost functional of player ¢, denoted by
7 (z(t),us(t), ...,un(t)) is well defined. Its form is:

wi(x(t),ul(t),...,uN(t)):/OfLi(t,x(t),ul(t),...,uN(t))dt+Gi(a:(tf)) (2.2)

This cost functional is the objective function (functional, in this case) that each
player seeks to optimize. L’ is called the running cost and G is the terminal cost,
the former being the cost incurred while the game is being played -that is, when
t € [0,tf] -, and the latter being the cost that adds up in a particular terminal state.

2.3 Standard methods for solving differential games

In order to solve a differential game, the information structure 1’(t) plays a key role in
the solution procedure used [24, pp 22-32]. Mainly, two approaches are followed: the
maximum principle of optimal control, developed by Pontryagin [25] is used to solve
open loop games, whereas the principle of dynamic programming by Bellman [26] is
used to solve closed loop, perfect state information games.

If the information structure follows an open loop pattern, it is satisfied for all players
that n'(t) = {zo},t € [0,%;],% € 4. Each player can only access the initial state of
the game and this information allows each player to know the optimal trajectories of the
others. Hence, the controls become a function of initial state and time. The solution to
this problem uses the maximum principle of Pontryagin and is characterized using the
following theorem [24, pp 24-25]:

Theorem 1. A set of strategies {u(t), for i € N} provides an open loop Nash equilibrium
solution to the game in Section 2.2, being {x*(t),t € [0,ts]} the corresponding state
trajectory, if there exist m costate functions A'(t) : [0,t;] — R™, fori € N, such that the
following relations are satisfied:

o u(t) = argmax,, {L'(t,x*(t), ul(t), ..., ui(t))+A(t) f(t, *(t), ui(t), ..., ui (t))}
Flt,x*(t), ui(t), ..., ul (1)), z*(0) = xg
o Ni(t) = — 2 ALt 2" (1), uf(t), ooy iy (1)) + N() f (2 (1), W (t), -y uiy (1)) }

o Ni(ty) = G (1))}

o 7*(1)

forie N
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This theorem could also be used to obtain solutions under closed loop information
structure, however, the partial derivative with respect to x in the costate equations would
receive contributions from dependence of the others n—1 players’ strategies on the current
value of x, which complicates the solution. Another problem is that there would be, in
general, an uncountable number of solutions, due to information non-uniqueness, if it
were applied to games with closed loop information structure.

In order to avoid these issues, closed loop perfect state (CLPS) information structure
is used, where the players have access to every past and present state of every player. The
solution to this problem uses Bellman’s dynamic programming principle and is character-
ized using the following theorem [24, p 28]:

Theorem 2. A set of strategies {u(t), for i € N} provides a feedback Nash equilibrium
solution to the game in Section 2.2, if there exist continuously differentiable functions
Vit,x) : [0,¢;] x R™ — R,i € N, satisfying the following set of partial differential
equations:

o —MUD) _ yvaey {LH(t, 2 (1), i (), ooy Wy (6) 425D £ (1 (1), w3 (8), ooy iy () }
o Vi(ty,z) = Gi(x)
fori € N

2.4 Pursuit-evasion games

Let us particularize the expressions in Section 2.2 for a two player, zero-sum, pursuit
evasion game. Being two-player means that .4” := {1, 2}, that is, there are N = 2 play-
ers, called pursuer and evader respectively. Pursuer tries to catch evader, whereas evader
seeks to flee from pursuer. Their controls will be called ¢(¢) and v (t), and the dynamics
equation will be provided by the concrete setup of the game. The state vector will be
called x(t), and the game set, which is the set of all allowed states, will be supposed to
be independent of the player’s decisions (otherwise, generalized Nash Equilibrium theory
should be used). Both players will have the same cost functional with opposite sign, and
hence, the rewards add up zero, thus, the game will be zero-sum. That means that both
players have the same reward with opposite sign, and therefore, the gains of one player
are the losses of the other. Hence, one player tries to maximize the objective or payoff
function and the other tries to minimize it. This payoff function is given by the following
functional, which comes from (2.2):

m (x(t), d(t), ¥(t)) = /0 f L (x(t), ¢(t), (1)) dt + G (x(ty)) (2.3)

In a Pursuit-Evasion game, final and running cost are G = 0 and L = 1 respectively;
and thus, the payoff function will be m = ¢;. This final time takes place when pursuer
catches the evader, and it is often called capture time. Therefore, pursuer will try to
minimize the capture time and evader will try to maximize it. Substituting in (2.3) it
yields the following payoff function:

W[m(t% ¢(t)7 ¢(t)] =1y (2.4)
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The game outcome obtained if both players implement their optimal strategy will be
called value function V' (z) = 7[x(t), ¢*(t),¥*(t)], where ¢* denotes the optimum value
of ¢ and ¢)* is the optimum value of v, for any state =(¢) in the state space. The gradient
of the value function will be denoted as VV'. Since the nature of the equilibrium searched
is Nash, that means that any unilateral deviation of a player from its optimal strategy
causes that the other player could obtain a better payoff - i.e, a pursuer not following
her optimum strategy will allow ¢, to increase, and the other way around also applies.
Lastly, the concrete setup of the system will provide the dynamic equation, which will be
expressed in the following form: & = f (x(t), ¢(t), ¥ (t)).

Finally, a key element of the solution procedure is the Hamiltonian, which is built
using the dynamics equation, the gradient of the value function and the running cost of
the game as follows:

H(z,VV,¢,4) = VV" f(z,6,9) + L(z,¢,9) = VV' f(z,6,¢) + 1 (2.5)

where VV'7T is the transposed of the vector V'V

2.5 Isaacs’ approach

Apart from the methods described in Section 2.3, another approach can be used to solve
certain kind of games: Isaacs’ equations [10]. This method can be used to solve open
loop games, which satisfy the following conditions:

e The game is two players, zero-sum, pursuit-evasion type. Being a pursuit evasion
game implies that final time is free (i.e., to be optimized), but this condition can be
relaxed [10, p. 34].

e The Hamiltonian is separable on its controls [10, p. 35].

If these hypotheses are satisfied, the Hamiltonian satisfies the following conditions
along the optimal trajectories (where ¢* and * are the optimal controls of each of the
two players):

L H(z,VV,$,0%) < H(z, VV,¢",4%) < H(z, VV, ", ¥)

2. Hz,VV,¢*,0*) =0

The first condition means that any unilateral deviation by the pursuer leads to a smaller
Hamiltonian value (and any unilateral deviation by the evader leads to a larger Hamilto-
nian value), which is the Nash equilibrium definition. The second condition means that,
when both players use their optimal controls, the Hamiltonian is zero.

The method used by Isaacs has the following steps, where ¢ will be the pursuer’s
control and v the evader’s control:

e First, the system states must be defined, and a dynamics equation that relates states
with controls must be obtained. This dynamics equation will have the following
form:

dx(t)
dt

= f(z(t), o(t), (1)) (2.6)
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e Secondly, the Hamiltonian must be built and optimized. This is done using Isaacs
”Main Equation 1, which is the Hamiltonian:

mfxm;n; f (2.7)

where V,,, stands for the partial derivative, that is, V,, = IV and fi is the i-th

component of f(z(t), (t),¥(t)) (2.6). o

This expression must be posed and solved in order to obtain the optimal controls,
which after being substituted into the Hamiltonian lead to the optimal Hamiltonian,
denoted by H*.

e Thirdly, the optimal trajectories are obtained using a backward procedure in which
the Retrogressive Path Equations (RPE) play a key role. These equations are a func-
tion of retro-time 7, which is the time-to-go, obtained using the following variable
change:

T=1 f— t (28)

where ¢ is the termination time of the game. Intuitively, 7 is a backward time: it
goes from final time ¢ until initial time ¢ = 0. Hence, initial conditions in 7 will
be final conditions in time and the other way around.

There will be two different RPEs equations. The first kind depend on the states
and are obtained from the dynamics equation (2.6). These RPEs have the following

form: 2x(1) d()
x(t (T o
= t), o(t),1(t)) = — = 2.
" = pale), 600, w(0) = =52 = () 29)
where 2 denotes the derivative of « with respect to retro time 7 and z(7) = x(¢)|;=.
That means that these RPE are obtained changing the sign of the dynamic equation.

The second kind of RPEs depend on the gradient of the value function. Along the
optimal trajectory, the following adjoint equation, holds:

d 0 x %

Using the variable change (2.8), the adjoint equation becomes:

d 0

— = —H V., o' " 2.11
ZVVIx(7)] = o Hix, TV, 6", ") @11)
Hence, the RPEs related to the gradient are also related to the left hand side of the

”Main Equation” (ME) (2.7), according to this expression [10, p. 82]:

OH OME

‘} = — =

(2.12)

where z;, refers to the states.
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e In order to solve the RPEs, initial conditions in retro-time are needed. The terminal
surface is defined as a manifold, denoted by A, which is parametrized using n — 1
variables (where n is the number of states). Each of these variables will be called
syt € 1,...,n — 1. These will be initial conditions in 7 (in time ¢, they are final
condition), and they are obtained using the following expression:

oG Oh
— = — 2.1
oy e

where G is the final cost of the game considered, i the terminal manifold and s, the
variables used to describe this manifold. It is important to recall that the conditions
obtained with this procedure will be final conditions in time, but initial conditions
in retro-time 7, as can be derived from (2.8). This will give place to a problem
when solving these equations: whereas the RPEs equations will be a function of
final conditions in time, we will only have initial conditions in time.

e Once that final conditions in time are obtained, the RPEs are integrated in order
to find out the optimal trajectories and the optimal controls for the posed game.
However, as we showed before, these trajectories will be function of final time con-
ditions, but we only know initial time conditions. In order to solve this issue, the
final time ¢y must be obtained in order to obtain a system of equations that may
allow us to obtain these final conditions in time from the initial ones. In doing this,
the following vectorial identity is used, where s are the final conditions, initial state
x are the initial conditions and 7" are the trajectories obtained after integrating the
RPEs. The solutions of this equation system are the final conditions, depending on
initial ones; by substituting these values on the trajectories equations, the depen-
dency on initial conditions appears.

T(r,s) =T(t;—t,s)=T(ty,s) =0 (2.14)

2.6 Comparison of Isaacs with Bellman and Pontryagin
approaches

Isaacs’ method described above is closely related to Pontryagin approach to solve games.
If we compare Theorem 1 with Isaacs equations, it is possible to see that the first point of
the Theorem corresponds to Isaacs’ Main Equation 1 (2.7), the second one is the dynam-
ics equation as appears in (2.6) and the third point is the adjoint equation which Isaacs
includes in (2.10). Pontryagin uses costate functions, that he calls A(t), which can be
identified with the gradient of the value function VV' that Isaacs uses. Also, the final
conditions on costate functions from Pontryagin and gradient of the value function that
Isaacs used are obtained through partial derivatives of the final cost, as in (2.13) and the
fourth point of Theorem 1.

Hence, it is possible to see that Isaacs equations are actually a particularization of
Pontryagin’s method, for the concrete case that the game is zero-sum, two players and
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that controls are separable. Thus, it can be used to obtain open loop solution to games
that fall into this category.

Isaacs method is also related to Bellman method. The latter allows us to solve games
using feedback information structures, at the cost of solving a partial differential equation.
The former allows us to solve open loop games - in order to avoid information non-
uniqueness-, where ordinary differential equations are to be solved [27]. Let us start from
Hamilton - Jacobi - Bellman equation (HJB), which comes from the first point in Theorem
2, using the definition of Hamiltonian from (2.5) and states that:

ov

H +§ =0 (2.15)

Isaacs’ main equation [10, p. 67] can be seen as a particular case, when 2 = 0 and,

ot
hence, H* = 0. Also, the following additional conditions must be satisfied:

e The game is two players, zero-sum, pursuit-evasion type. Being a pursuit evasion
game implies that final time is free (i.e., to be optimized), but this condition can be
relaxed [10, p. 34].

e The Hamiltonian is separable on its controls [10, p. 35].

Thus, if V, the game value function, does not depend explicitly on time, and these condi-
tions are satisfied, Isaacs approach becomes also a particularization of Bellman equation
(as it was expected: even the basis of their equations, Isaacs’ “Tenet of transition” [10]
and Bellman’s “Principle of optimality” [26], are very similar). This condition is also
satisfied, according to [28, p. 36], when the optimal control problem that is being solved
is time-invariant and the final time is free, i.e., needs to be optimized. This is extended to
differential games [8, p 223]: a game is time invariant if time does not appear explicitly
as a variable in dynamics equation, running and terminal costs and termination condition.
In that case, partial derivative of value function with respect to time will be zero. This
will be the case of all the games studied in this work.

However, Pontryagin is not used to solve closed loop games due to that it complicates
the partial derivatives and there are an uncountable number of solutions due to information
non-uniqueness (Section 2.3). These drawbacks would also affect Isaacs equations, hence,
they are usually only employed to solve open loop games.

Yet, as it is described in [8, pp 345-350], the solutions to some pursuit-evasion games
are usually first obtained in open-loop strategies and the synthesized to feedback strate-
gies, provided that both exists. Hence, in pursuit-evasion games, open-loop and feedback
solutions are related. Bellman approach provides a sufficiency condition for saddle-point
strategies, but his main drawback is that the value function V' is generally not known
ahead of time. In order to overcome this, Pontryagin method is used in order to obtain
a set of necessary conditions for an open loop representation of the feedback solution: if
both open loop and feedback equilibria exist, Pontryagin will lead to the desired solution.
Hence, in these games, it is usual obtaining an open loop representation of the solution,
which then can be synthesized to obtain the feedback strategy. This is the main contribu-
tion of Isaacs method: obtaining open loop solution for games that fall into the category
of pursuit-evasion, thus providing a simpler method than Bellman’s equation.

10



Chapter 3

Problem description

3.1 Capacity approximation

In this chapter, we pose a capacity game and solve it using an approximation. Let us
suppose that there are two UAVs and a high number of relays, which can be static or
dynamic. The communicator tries to communicate with the relays, whereas the jammer
tries to jam this communication. Thus, both players have opposite objectives and, hence,
a zero-sum game between them is posed.

The total capacity in this scenario can be computed as the sum of the different capac-
ities at each relay. Considering a free space propagation model, orthogonal modulation
and using Shannon’s Capacity formula, the total capacity per bandwidth unit of the system
depends on the SINR as follows:

N N
dg [
Cr =) log,(1+SINR;) = > log, [ 1+ F—n (3.1)
i=1 i=1 0o+ a2

In the expression before, I, and P; are the communicator and the jammer transmission
fixed power, respectively; d. ,; and d; ,; are the euclidean distances between the communi-
cator or the jammer and relay ¢, respectively, considering that there are N relays; and N,
is the noise floor power. In order to optimize the expression above, it would be necessary
to know the position of each relay in every time instant (and their dynamics if they were
mobile).

If there is no knowledge about relays positions, a different approach is required. Let
us suppose that relays and UAVs move in the R? Cartesian space, thus, in every time
instant, the position is defined by the vector (x, y, z). Let us assume that both UAVs move
on the same plane (i.e., they have constant Z-coordinate), and that all mobile relays also
move on the same plane. Let us define € as the distance between the plane of relays and
the UAVs plane. This situation is shown in Figure 3.1. Hence, the total capacity equation
becomes:

N Pe

Le—Tr,q 2 c—Yr,i 24¢2

Ct:ZIOg2(1+ e ) (3.2)
i=1 No + (@5—r )24 (y;—yr,i) 2 +€2

11
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Fig. 3.1. Problem situation: there is a z-constant plane where UAVs move and a relay
plane. The distance between planes is €.

Assuming that dI;jv > Ny, the SINR can be approached by the SIR. If the relays

positions in the plane are considered to be a random vector S = (.5;,.S,), with arbi-
trary probability density function p;(S, ;, Sy.:), the game payoff can be computed as the
mathematical expectation of the SIR as follows:

P, dzm(S)

where dS; = dSWdSI,Z, and d? M(S) = (T — Sm) - (yC — Sy:)*+ € and d; . (S) =
(2;— Sz.4)?+ (y; — Sy.i)* + € are, respectively, the distance between the communicator or
the jammer and relay 7, whose plane-coordinates are (.S, ;, S, ;). If the random variables
S, are considered to be independent and identically distributed (i.i.d.) and assuming that
relays follow a uniform distribution in the interval [—D, D] in coordinates X and Y, the

expression in (3.3) becomes:

b b P.d2,.(S)\ 1
E{Ct(Sg;,Sy)}:/D/DNlogQ (1 ke ESDWCZS (3.4)

J “e,r

where dS; becomes dS = dS,dS,, and d?,,(S) and d7 ,;(S) become d?,.(S) = (z. —
Se)? + (Y. — Sy)* + € and diT(S) = (z; — S2)? + (y; — Sy)? + €2, respectively. The
expression in (3.4) is hard to solve analytically, hence, we will use an approximation. In-
tegrating (3.4) with respect to S, and simplifying the results, considering that the jammer

and evader are far from the region borders and that € is small compared to the region size,

12
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which means that D > |z.|, D > |z;|, D > €, we can simplify and obtain:

E{Ci(S:S))} = [ Nlogy [ 1+ 5 =725 | 5745
csisy= [ 0%2( H R
Y
[ 10g, (14 B0 - Ve =5, P
P, Dlog(2) (3-5)

W\/(% + 1) <(yj —sy)? + % (Ye — Sy)2> + % (ze — mj)z
+
D (% -+ 1) log(2) )

If this approximation is integrated with respect to .S, and simplified using the same hy-

potheses than before but with respect to the Y coordinate (D > |y |, D > |y;|), we can
simplify the expression in (3.4) to:
P
. D(14+7
%7’ arcsinh @
. P, VR
E{Cy(S:,5y)} = N | log, | 1 + P + 5 (3.6)
j 22 (1 + i) log(2)

Pe

where r = (y. — y;)* + (z. — x;)*. Hence, the capacity depends on r, the squared norm
of the vector pointing from the communicator to the jammer: the bigger this norm is, the
bigger capacity the system will have. Thus, the jammer wants to minimize capacity and
that means trying to be spatially close to the communicator, whereas the communicator
tries to maximize capacity and that means being spatially as far as possible from the
jammer.

In order to estimate the performance of the capacity approximation in (3.6), a simula-
tion has been run. Distributing NV = 100 relays uniformly over a square of side 2D = 200,
the communicator has been placed on (z.,y.) = (2, 1) and the jammer was placed along
the main diagonal (z; = y;), withe = 1 and P, = P; = 1. We computed and averaged the
empirical capacity for 100 realizations.The main conclusion we get is that once we can
neglect border effects, if we are working in sufficiently big regions, this approximation is
accurate.

3.2 Hyperbolic arcsine linearization

The expression (3.6) can be further simplified linearizing the hyperbolic arcsine term. In
order to do so, let us consider the following expression:

g1(r) = rarcsinh (%) 3.7)

13
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Fig. 3.2. Results of hyperbolic arcsine linearization. The relative error is always below
0.01, using the expression in (3.12). The adjustement of m and b in (3.11) are also plot:
m adjusts very good, b adjusts worse. An example of the original function g; (3.7) and
the adjusted using (3.9) when K = 20. Grid stands for the optimal parameters (slope and
intercept of the line) obtained via grid search, while adjusted stands for the parameters
(slope and intercept) obtained using expressions in (3.11)

where K is a constant, that, in (3.6), corresponds to the following:

D (1 + %)
K=—~_"2 (3.8)
L]
P.
We want to fit this function using a linear expression, that is:
go(r) =mr+b (3.9)

14
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where m is the slope of the line and 0 is the intercept. In order to approximate this
function, we must obtain the optimal parameters m and b that satisfy the following opti-
mization problem:

D D K 2
121113/0 (g2(r) — g1(r) dr = Hnllll?/o (mr + b — rarcsinh (W)) dr  (3.10)

That is, we want to minimize the squared error between the original function and the
fit, considering that the distance between players r is between 0 and D.

Since the expression in (3.10) is unsolvable using classical methods, a numerical ap-
proach will be used instead. We use a three-dimensional grid over the constant K and
the parameters b and m in order to obtain the optimal duples (m, b) for each value of K.
The grid will have 50 points in each dimension. The parameters ranges are K € [0, 500],
m € [0,5] and b € [—5,45].

For each grid point, the last integral in (3.10) is numerically solved and the squared
error value is stored. After computing all errors, for each value of K, the pair of (m, b)
which minimizes the error is searched and considered to be the optimum one. Thus, we
obtain a table, where for each value of K correspond a value of m and b.

This correspondence can also be adjusted. Adjusting in the least squared sense, the
following expressions are obtained, which are represented in Figure 3.2:

m(K) = log(0.1824K + 0.4823)

(3.11)
b(K) = 0.0069K + 14.4070

Finally, the relative error between the hyperbolic arcsine expressions and the exact
function is computed, using the following expression:

\/foD (m(K)r + b(K) — r arcsinh (%))2 dr
¢ = D . K
J, rarcsinh (7;) dr
where m(K') and b(K) are the ones from (3.11).
The relative error obtained, that can be observed in Figure 3.2, is always inferior to
1% and is monotone decreasing with K, that is, higher values of K yield lower relative

errors to the linear approximation used. Hence, applying the expressions in (3.11), (3.9)
and (3.8) to simplify (3.6) yields the following simplified expression for the capacity:

(3.12)

15
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E{Ci(S:, 5,)}
p 5
~ N | log, <1 + FC) + L (rm(K) +b)
J 2D2 (1 + %) log(2)

P, Ng
— Nlog, (1 4 e 2 (r (log(0.1824K + 0.4823))

+ 2
PJ‘> 202 (1+ 1) log(2)

1 0.0069K + 14.4070)

P.
P, £ (0.0069K + 14.4070
:N10g2(1+ﬁ)+NPC( . )
2D? <1 + %) log(2)
Nr (log(0.1824K + 0.4823))

J
(3.13)
2
212 (1 + %) log(2)

p(+7)
2 [ 0.0069—=—L2 + 14.4070

P. Pe
= Nlog, | 1 + 2 +N 2
J 212 (1+ FJ‘) log(2)

by
Nt [ og (00824207 g a3

Pc

2
21?2 (1 + Fi) log(2)

Hence, the capacity expectation is approximated as a linear function of the distance
with the form:

+

E{Cy(S,,S5,)} ~ Ar + B (3.14)

whose slope and intercept are:

By
51 0.0069 <P )+144070

P. e
b;
2D? (1 + E) log(2)

(3.15)

i
2 1og [ 0182420 2) 4 g 4503
c Pj
Pe

p)
2D? <1 + %) log(2)

B=N

16
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3.3 Conclusions

In this chapter, we pose and solve an ergodic capacity problem in terms of its mathemati-
cal expectation. Approximating the solution when communicator and jammer are far from
the relay region borders, the capacity turns out to be a function of the distance between
both UAVs (3.6), that can even be more simplified to a linear expression, (3.13). In order
to solve the game and obtain the trajectories, we will use two different procedures in the
following sections:

e The function obtained for the capacity (3.13) can be used as the game running cost:
the players will try to minimize or maximize it. This will yield a coupled solution:
controls will depend on player’s positions.

e The solution to the capacity game involves that the jammer tries to be close to the
communicator and the communicator tries to be far away from the jammer. This is
also the idea in pursuit-evasion games, yet in this games, the payoff is not in terms
of capacity, but in terms of capture time (Chapter 2), and hence, the running cost is
L = 1 in these games. In this case, we are using a surrogate function approach.

The first approach gives the actual solution for the capacity game, whereas the second
1s just an approximation. However, the second one gives an open loop solution with closed
expressions for the trajectory, which are easier to study, whereas the first gives an open
loop, coupled solution which is harder to solve and study. Both approaches are analyzed
and compared in the following sections.

17
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Chapter 4

Pursuit-Evasion game of two UAVs

4.1 Introduction

In this chapter, the two-person, zero-sum, pursuit-evasion game that appears when ap-
proximating the problem described in Chapter 3 will be solved using Isaacs method, de-
scribed in [10, ch. 4] as a pursuit-evasion game, with running cost L = 1. We consider
each UAV to have a constant acceleration that will be F), for the pursuer and F, for the
evader. A friction limit will be used, for the speed not to grow unbounded denoted by £,
and k. for the pursuer and evader, respectively. Therefore, the maximum speed will be
F/k. This setup is an extension to Isaacs “isotropic rocket” game [10, pp. 105-116], but
considering that pursuer and evader have the same dynamics: constant acceleration and
bounded speed.

4.2 Dynamics of the UAVs

Each player control variable will be their heading angle with respect to y-axis, which will
be noted ¢ for the pursuer and ¢ for the evader. Considering that there are eight states,
which will be the position (x and y coordinate) and the velocities (u and v, which are the
velocity components) of the pursuer and evader, the dynamics are:

Tp Up

Yp Up

Up Fpsin(¢) — kpu,

o | _ | By cos(¢) — kpvp 4.1)
Te Ue

Ye Ve

Ue F,sin(¢) — kou,

Ve F, cos(v) — kv,

19



20 4.3. Control optimization

4.3 Control optimization

Since this is a pursuit-evasion game, the final time is the reward and thus, running cost
is L = 1 and final cost is G = 0. The Hamiltonian is built according to Isaacs "Main
Equation” [10, p. 67], as it was shown in (2.7):

max min Ve fi+ L=0 4.2
axmi Z S (4.2)

Substituting, it yields:
max m(gn Vo, up + Vy v, + Vo, (Fysin(¢) — kyuyp) + Vi, (F, cos(¢) — kpvy)

4.3)
+ Vi ue + Vyve + Vo (Fesin(y) — keue) + Vi (Fe cos(¢) — keve) +1 =10

Taking into account that controls are separable we have:

L+Vz,up + Vy, v, + min (VUP(FP sin(¢) — kpuy) + Vi, (F, cos() — kpvp)>
+ Vi te + Vi ve + mwax (Vue(Fe sin(v) — keue) + Vi, (Fe cos(y) — ke%)) (4.4)

=0

The optimization problems in (4.4) can be solved using a Lemma provided by Isaacs
[10, p. 43]:

Lemma 1. If the following optimization problem is to be solved:
meax[main] (acos(f) + bsin(d))

and we define p = v/a? 4+ b > 0, then the solutions to the maximization problem (brack-
ets show results for the minimization problem) are:

cos() = +[-Ja/p
sin(0) = +[—]b/p
mgx[mgn] (acos(0) + bsen(6)) = +[—]p

Hence, from (4.4), considering that p, = , /V;2 + V2 and p. = \/V;2 + V2, using

Lemma 1, the solutions to the minimization and maximization problems are:

4.5)

20
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Using this result, the Hamiltonian (4.4) becomes:

L+Vo, up + Vi vy — ppFy — kp(Vi, v, 4+ Vi up)

(4.6)
+Vxeue + V;/eve + peFe - ke(meve + Vueue) =0

4.4 Retrogressive Path Equations

The next step in Isaac’s method is to obtain the Retrogressive Path Equations (RPE).There
will be sixteen RPEs: one per state and another one per each component of the gradient
of the value function, while in Isaacs original setup there were 12 [10, p. 107] . The
equations that depend on the dynamics equation are obtained from (4.1) using the variable
change from (2.8).

The eight equations that depend on the dynamics equation are the following:

T —Up

Yp —Up

Uy F,sin(¢) + kyu,

v:p _ F, cos(¢) + k,vp @7
Te —Ue

yoe — Ve

Ue —F.sin(v) + keue

Ve —F, cos(v) + keve

were & denotes derivative of x with respect to 7.The other eight RPEs are obtained from
the gradient of the value function, using (2.12), and hence, these RPEs are obtained
through derivation of the obtained Main Equation (4.6) with respect to each state vari-
able. The resulting RPEs are:

Va, 0

Vi, 0

Vyp ‘/;Ep - kpvup

‘/”p —_ vyp - kpv;p

ane = 0 4.8)
Vi 0

Vue V;:e - kevue

‘/i} Vye - ke%e

)

4.5 Final conditions

In order to determine the final conditions, we must define the terminal surface (i.e., the
surface where the pursuer captures the evader), which we will call h. By considering that
the capture distance is [, the surface capture will be the ball whose center is the evader
position: when the pursuer enters that ball, the game ends and capture occurs. Hence, the

21



22 4.5. Final conditions

termination surface will be the sphere in which the distance between pursuer and evader
equals [, the capture distance. It can be parametrized using n — 1 variables (where n is the
number of states) as follows, where we recall that s; are the final conditions variables:

Tp S1
Yp S2
Uy S3

. Up o Sq

h= ze | | s1+4Isin(ss) (4.9)

Ye Sy + L cos(ss)
Ue S
Ve S7

Using (4.9), it is possible to obtain the final conditions with (2.13), taking into account
that in this game, the final cost G is zero (Chapter 2). These final conditions are:

Vi, + Va,
Vyp + Vye
Vi,
Vi, =
Vi lcos(ss) — V, Isin(ss)
Ve
v, 0

We remark that these are final time conditions (¢t = ¢), but in retro time, they are
initial conditions (7 = 0), as it is implicit in the variable change done. Hence, the s; are
initial conditions in retro time, but final conditions in normal time.

In order to solve these equations, an auxiliary variable, named A, will be used. From
(4.10), the two first equations and the fifth show that, in the terminal sphere:

(4.10)

O OO o oo

—Va, = Vo, = Asin(ss)

4.11
—Vy, = Vi = Acos(ss) (h11)

That is, the four equations are related using an unknown value that we will identify
with A. Also, from the rest of equations in (4.10) and that p, = ,/ VUQP + Vvi and p, =

V2 + V2, in the terminal manifold, p. = p, = 0. Substituting all that in (4.6) yields:

— As38in(ss) — Asycos(ss) + Asgsin(ss) + Asycos(ss) +1=0 (4.12)

Manipulating (4.12) gives the following result for A:

1
A= 4.13
(53 — 5) sin(3) 1 (51 — 57) cos(s3) (1)
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4.6 RPEs integration

Let us start integrating the equations in (4.8). The four equations for V, ,V, ,V, ,V,
were already solved in (4.11), where it was shown that:

—Vz, = Vi, = Asin(ss)

4.14
~V,, = V. = Acos(ss) (19

where A is defined in (4.13). The other four RPEs in (4.8) are solved by replacing the
values of V., V., V, ,V, thatare in (4.14) and using the initial conditions (in retro time)
from (4.10). The integrated equations are:

1 — —kpT
Vu, = —Asin(ss) ‘
kp
1— —kpT
Vv, = —Xcos(s;) ;
o (4.15)
Ve = Asin(s@%
1— —keT
Vv, = /\005(55)%

The optimal controls can be obtained now: since p, = «/pr + Vvi and p. =
V2 + V2, substituting the values above yield:

(4.16)

Hence, both optimal controls are constant and equal to both players.The same solution
is obtained in the original setup [10, p. 109], though the dynamics are different in this
setup.

Proceeding similarly, it is possible to integrate the left eight RPEs from (4.7). Using
the values in (4.15) and the initial conditions (in retro time) from (4.9) yield:

23



24 4.7. Analytical solution to the system

1 — kpT
u, = s3e7 + F,sin(ss) ‘
Ky
1— kpT
v, = 5,€"7 + F, cos(s5) ¢
P
1 — ekrm ) ek — 1 — k7
T, = S1 + S3 5 + F, 31n(55)Tp
1 — eke? ekrm — 1 — k1
Yp = S2 + 54 3 + F, cos(ss) 2 P
z » 4.17)
keT : 1— 6keT
ue = sge"” + F,sin(ss) 2
1 — keT
v, = s7eT + F, cos(ss) ke
ket keT
ee T —1—Fk.t
. — l . Fe . e
Te = 81+ [sin(ss) + S W + F, sin(s;) iz
1 — keT ke __ 1 — ke
Ye = So + L cos(s5) + s7 ke + F, Cos(s5)ek—27—

4.7 Analytical solution to the system

The equations in (4.17) give the optimal trajectories for both players, depending on the
parameters used to describe the terminal sphere and the retro time 7, which are unknown.
Since initial conditions are known (i.e, initial positions and speeds of both players), it
is possible to obtain these parameters by equaling the equations in (4.17) to the initial
conditions and particularized to ¢ = 0, thatis, 7 = {; — t = t;.

This system, is nonlinear and trigonometric and may be hard to solve. To simplify its
resolution, we apply the same procedure that Isaacs used [10, pp. 110-111]: the final time
ts 1s obtained from the initial conditions and game parameters by squaring and adding
these two identities and by using that cos?() + sin®(a) = 1:

—kpT _ 1 —keT __ 1
b, (k—) . (k—) — sin(s5)Q(7)
P e

(4.18)
—kpT __ 1 —keT __ 1
Yp — Ye — Up (6l{r—p) + v, <€k—e) = cos(s5)Q(7)

where
F.(e7%™ — 1+ k.7) ; Fy(e7™™ — 1+ k,7)
k2 k2
The resulting expression, which is in (4.20), only depends on known initial conditions
and game parameters and hence, it is a nonlinear function of 7. By solving for 7, that is,
g(7) = 0, the 7 obtained will be the final time of the game, that is, 7 = t;.

Q1) = (4.19)
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Algorithm 1 Steps for the analytical approach
1: Obtain initial conditions and game parameters
2: Obtain final time using (4.20)
3: Solve the equation system in (4.17) using (2.14) to obtain final time conditions from
initial ones
4. Compute optimal trajectories using final conditions obtained with (4.17)

4 T T T I

Relative error (%)
[\
[
|

| | |
SRR St St

0 20 40 60 80 100
Iteration

Fig. 4.1. Relative error between final time obtained using the analytical solution to the
equations in (4.17) and (4.20) and the approach proposed to chose the optimal point for
the cost function, based on using Runge-Kutta numerical method to solve differential
equations and searching for the point where capture occurs that has the closest final head-
ing angle to the one introduced as parameter. The error mean is 0.0029 and the standard
deviation is of 0.0067, whereas the median is 0 and the maximum relative error obtained
is 0.0357. In general, the method proposed works fine, there are only a few points which
give a higher error, due to the fact that we are considering the optimum point to be the
one where capture occurs and with smaller final heading angle difference.

e kT —1 ek 1\ )
g(1) = 2p) —zc —up T + e B— +
2
e—ka -1 e—keT -1
(?Jp “Ye — Up (k—p) + Ve (T> > —Q(1)?

Once that ¢ has been obtained, it can be replaced in the system in (4.17). If this sys-
tem is particularized for the initial time conditions, doing the following variable change:
wy = cos(8s5), ws = sin(sy), yields a linear system which can be solved using standard
techniques (recall that w? + w3 = 1). An illustration of these steps is shown in Algorithm
1.

(4.20)
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26 4.8. Optimization solution to the system

4.8 Optimization solution to the system

The technique proposed in the section before to solve the equations system (4.17) has a
big drawback: due to the exponentials involved in the system, the solution is not always
found by the computer. A different approach can be done in order to obtain the final
conditions from the initials, based on searching an optimum of a cost function.

In order to perform this search, two different paths can be followed. The first one
consists in performing a search over an eight-dimensional surface, where each of the di-
mensions correspond to a final condition (seven for the terminal sphere (4.9) and one
for the final time ¢;). The search must find the points where, in final time ¢, capture
occurs and also, are congruent. With congruent, we mean that with the final condi-
tions that correspond to the eight-dimensional surface, we would obtain the trajectories
and check whether, in the final point of the trajectories, the final conditions - i.e., final
speeds, positions and heading angle - correspond to the components of the point of the
eight-dimensional surface. In other words, we would perform a search over this eight-
dimensional surface, where a cost function would be used to test the deviation of the final
conditions used as input to compute the trajectories and the actual final conditions ob-
tained from the trajectories. This approach has the inconvenience that the search is not
easy to do in this surface, due to high-dimensionality and that this surface is not smooth
and non-convex.

The second approach consists in performing a search over a two dimensional surface.
Since we know initial conditions of the game, the trajectories can be computed numeri-
cally using the expressions in (4.1). To do so, a Runge-Kutta method is used to solve the
differential equations that control the dynamics of the UAVs and that allows us to obtain
velocities and positions of each player in any time. Only two parameters are needed to
obtain these trajectories: the final time ? ¢ is required to integrate the differential equations
and the final heading angle s; is required, since it is the control of both players.

Hence, in this case, a search over only two dimensions (Z and s5) is to be performed,
in order to obtain the trajectories using a numerical ODE solver. After obtaining the
trajectories, congruency is checked: if in final time, capture occurs and heading angle
corresponds to s5. If both conditions happen, then the point is a candidate to be a solution
to the game - they give the final payoff, which is ¢, and the control for the players, which
is Ss.

We implement this approach in order to obtain the game solution. The numerical ODE
solver chosen is a Runge-Kutta one, based on Dormand-Prince (4,5) pair [29]. The duple
(ss, tr) that is considered the solution is chosen as the duple where capture happens - that
is, final distance between players is equal or smaller than capture distance [ - and which
has the smaller absolute error between the final heading angle obtained in the trajectories
and the introduced a priori in the duple. The final heading angle can be obtained from
(4.9) as:

$5 = arctan <M> 4.21)

Ye.f — Yp.f
where . ¢, T, ¢, Ye,r and y,, ¢ are the final points in the trajectories numerically obtained.
In order to validate these conditions to obtain the solution point, we run a simulation
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Fig. 4.2. Representation of the smooth approximation for Heaviside step function, cor-
responding to the expression f(x) = 1+e+k2””’ for different values of k,. It is possible to
check how the transition in x = 0 becomes sharper as ko grows

where the game is solved using the approach described above. We choose random initial
conditions, following a uniform distribution, with the following limits: z. ¢, y. o € [0, 10],
Tp0, Yp,o € [—10,0], Ue 0, Veo € [0, 1], upo, Vpo € [—1,0], Unmazp € [0,2], Umage, Fe, Fp €
[0,1]. The capture distance is [ = 1. We define a random set of initial conditions and
the game solution is obtained using the analytical method described above, where a linear
system is solved. If this method fails to give a solution, another point is tried, until a valid
point is obtained and we have the exact solution for the game - i.e., s5 and ¢¢. Then, a two
dimensional grid centered in the valid duple of (ss, ) is computed. Each side of the grid
is chosen to have 29 points, for computation speed reasons.

After, each point (ss5, ty) of the grid is taken as an input duple for the solver that
uses the Runge-Kutta method described above. This solver returns final distance between
players and final heading angle (computed using (4.21)) obtained for that concrete input
duple, and then, the solution point is taken as the point with minimum difference between
the final heading angle used as input for the solver and the angle obtained using (4.21).

This procedure is computed 100 times and, since the game payoff is the capture time
(recall that running cost L = 1), the relative error between the final time obtained using
the Runge-Kutta solution and the exact solution obtained analytically is computed. A
graph with this error as a function of the iteration is in Figure 4.1, and it validates our
approach.

Finally, we need to put these conditions in a cost function: the solution point - the
one with a lowest cost - must be the one that, among the points where capture happens,
has smaller absolute error between the final heading angle introduced a priori and the one
obtained using (4.21). This can be introduced in a cost function of the next form:

k .
= He——le(df—l) + k’3|85 — 85| (422)

fc,l
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28 4.9. Hybrid solution to the system

Algorithm 2 Steps for the optimization approach

1: Obtain initial conditions and game parameters
: while Cost in (4.22) is greater than threshold do

Guess a pair (ss,ty)

Solve ODE system numerically from (4.1), using the (s5,tf) pair guessed

Obtain capture time and s; from trajectories using (4.21)

Compute cost for the pair (s5,¢s) using (4.22)
end while
The pair (ss,ts) is correct: optimal trajectories are obtained by solving ODE system
numerically from (4.1), using that (s, ¢ ;) pair
{SOO is used in steps 2-7}

X PR

where ki, ks and ks are constants, d; is the final distance between players, computed
using the trajectories values, [ is capture distance, s; is the final heading angle supposed
a priori and sj is the final heading angle, computed with the trajectories using (4.21).

The first term is an analytic and smooth approximation for the Heaviside step function,
when k; = 1. The parameter k;, controls how sharp the transition will be in d; = [: larger
values of k9 give a sharper transition, closer to the ideal but non-smooth step function, as
it is possible to see in Figure 4.2.

For adequate values of the constants k1, ko and ks, it is possible to achieve the cost
function that we need. If d; > [, the exponential argument is negative and hence, small,
so the first term is approximately k;. If k; > kj|s; — S5/, then, the value tends to be k;.
This is the case where capture does not occur.

If capture occurs, dy < [ and hence, the exponential argument is positive. For suf-
ficiently high values of ks, the first term of the cost function vanishes and hence, the
cost function tends to be k3|ss — S5|. This means that, when capture occurs, the cost is
proportional to the absolute error between heading angles, as we intended.

Hence, the cost function defined in (4.22) will be used for the two dimensional search
proposed. We consider that the constants are k; = 1, ks = 500 and k3 = 1. The
non-convex algorithm Simultaneous Optimistic Optimization (SOO) [30] [31] is used in
order to obtain the game solution - i.e., final heading angle, which is the control, and time
of capture, which is the payoff of the game. An illustration of these steps is found in
Algorithm 2.

4.9 Hybrid solution to the system

An intermediate approach between the analytical and the optimization methods proposed
in the previous sections can also be defined. It consists in simplifying the two-dimensional
optimization method by computing the right ¢; using (4.19). Hence, in this case, we
first obtain the final time analytically, by numerically solving (4.19) and afterwards, we
perform a minimization of the cost function defined in (4.22) over the final heading angle
S5.

This approach needs less iterations of the optimization algorithm, and hence, it is
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faster, at the cost of having to solve numerically the expression shown in (4.19) in order
to obtain the optimum final time. An illustration of these steps is found in Algorithm 3.

Algorithm 3 Steps for the hybrid approach
1: Obtain initial conditions and game parameters
Obtain final time using (4.20)
while Cost in (4.22) is greater than threshold do
Guess a value for s5
Solve ODE system numerically from (4.1), using the ¢; computed and s5 guessed
Obtain capture time and s; from trajectories using (4.21)
Compute cost for the pair (s5, t7) using (4.22)
end while
The pair (ss, ) is correct: optimal trajectories are obtained by solving ODE system
numerically from (4.1), using that (s, ¢;) pair
{SOO is used in steps 3-8}

D A A

4.10 Simulations

4.10.1 Simulation 1: Trajectories and capacity evolution

The first simulation uses the analytical solution approach in order to obtain trajectories
and to show capacity evolution with time. The UAV parameters are F,, = 0.05, k, =
0.0125 and, thus, vye,p, = 4; F. = 0.03, k, = 0.03 and hence, v, = 1, [ = 0.1. The
relay region is a square, centered at the origin, whose side length is 2D = 200. The relays
are distributed randomly at each new simulation, following a uniform distribution in both
X and Y coordinates. Initial conditions of both UAV's are randomly selected in each new
simulation. A number of N = 100 static relays are considered, and € = 1.

Considering that the jammer and the communicator are in the same spatial position,
from (3.4), we can see that the SIR will be the same in all relay nodes, and equal to %.
Provided that there is a minimum SINR threshold for communication to succeed and if
noise is much smaller than interference, then SINR can be approximated by SIR and if the
jammer knows the communicator power, it can adjust its own in order to cause all nodes
to fall below the SINR threshold and, hence, cause that total system capacity becomes
zero. Considering that the communicator is at distance /€2 + d? from a relay, and the
jammer is at distance [ from the communicator (therefore, in the frontier of the capture
region), the SIR function is:

d. +1)?+ ¢

P.(
IR = =-¢
SIR P, e+d?

J

(4.23)

It can be demonstrated that (4.23) has a maximum at:

d, — % (—l v \/W) (4.24)
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Fig. 4.3. Simulation 1 results. Dashed line is pursuer, continuous is evader, points are
relays. Jumps in the capacity function are due to the minimum SNR threshold: as game
evolves, more relays have an SNR below that limit and when their SNR surpass that
threshold, their contribution to total capacity becomes zero

so the maximum SIR in the capture region, obtained by substituting this value in the SIR
expression, is

= — 4.2
P; 2€ (4.25)

J

P, P4lETi
ST Ry = <1+ i 2+6>

Equaling (4.25) to the minimum SIR in the receivers allows us to obtain the optimum
jammer power. Hence, if the jamming power is considered to be much higher than noise
and the minimum SINR is considered to be SINR,,,;, = 1, with P. = 1, the minimum
jammer power will be P; = 1.11. A noise floor of power Ny = 10~* is considered.

With these parameters, we simulated 100 UAVs optimal trajectories, using a time
discretization of 50 points per trajectory. The capacity has been computed in each time
step and the final results show that all simulations end up with capture and final capacity
zero, so the jammer wins the game (as expected since the jammer is faster in this setup and
its transmitted power is enough to cause all relay nodes SINR to fall below the threshold).
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Figure 4.3 shows an example of trajectory on the plane, as well as the speed evolution
of both players for initial conditions (x,0,yp0) = (20, —20), (Zc0,Ye0) = (—20,20),
(up,Oa Up,()) = (_27 _2)’ (Ue,07 Ue,O) = (07 _1)

4.10.2 Simulation 2: Comparison between analytical, optimization
and hybrid solution approaches

In this subsection, the three methods proposed in Subsections 4.7, 4.8 and 4.9 are imple-
mented and compared. In order to do so, a grid has been defined over the initial position
conditions, taking the following values: z. o, .0 € {1,6, 11}, 2,0, Ypo € {—10,—5,0}.
Hence, the grid has 81 points. The rest of the parameters have the following values:
Ueo = Ve,o = 1, Upo = Vpo = =1, Ungze = L, Umaap = 2, Fe = F, = 1,1 =1, D = 100,
N =100, P; = 1.11 and P, = 1 for a SINR threshold of SINR,,;, = 1, according to
(4.25).

The non-convex optimization algorithm used [30] [31] in the optimization and hy-
brid methods stops when a certain number of iterations have been done, regardless of
whether a solution was found or not. In order to test how this affects to solution ob-
taining, the algorithm has been run three times over the proposed grid, using a different
number of iterations in each run. In the optimization method, the number of iterations
chosen were {10, 10% 10°}, whereas in the hybrid approach, the number of iterations
chosen are {102, 10%,10%}.
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(a) Optimization approach. (b) Hybrid approach.

Fig. 4.4. Relative distances between the results of the optimization and hybrid approach
compared to the analytical solution of the system, from Simulation 2. Since a solution is
not always found by all methods (see Table 4.1), some distances can not be computed.

In order to consider a solution valid in both hybrid and optimization approaches, a

threshold has been defined over the cost function from (4.22). Since the cost will be
smaller than one if and only if capture happens, the threshold taken was 0.9. Hence, if the

31



32 4.10. Simulations

point found by any of these two approaches after a certain number of iterations yield a
cost smaller than this threshold, it is considered to be the valid optimum. A comparison of
relative distance can be seen in Figure 4.4, where this relative distance has been computed
as:

o Lo =il
]l

where ||z|| is the Euclidean norm of vector z, x, is the solution vector that the analytical
method provides - its two components are final heading angle and final time, =, = (¢, s5)
and z; is the solution vector that either optimization or hybrid method gives. Hence, this
is a relative measure of how far are the solutions: a smaller value means that solutions
found are close between the methods tested. In Figure 4.4 is is possible to see that for the
hybrid method, this relative distance is always inferior to 0.05%, whereas for optimization
approach, it is always below 3.5%.

Finally, Table 4.1 presents the results obtained with each method. It is possible to see
that the hybrid method yields the highest number of solutions found, being able to find
all the solutions for the proposed grid points. The second best solution is the analytical
method, and the worse in number of solutions found is the optimization approach.

(4.26)

Grid points where solution was found | %
Analytical approach 80 98.8
107 iterations 9 11.1
Optimization approach | 10* iterations 21 25.9
10° iterations 33 40.7
107 iterations 59 72.8
Hybrid approach 103 iterations 80 98.8
10* iterations 81 100

Table 4.1. Comparison of analytical, optimization and hybrid approaches for finding the
solutions to the game.

Comparing all the approaches, it is possible to see that the hybrid method yields better
performance than optimization method thanks to having more information: knowing final
time allows doing a search in only one dimension. The drawback is that it needs to solve
a nonlinear expression for final time, but it achieves a solution with a smaller relative
distance and it takes less iterations - which means less computation cost and time. Finally,
analytical method is the fastest, but due to the nonlinearity of the system to be solved, a
solution is not always achieved - in the proposed grid, though, that happened only once.
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Chapter 5

Capacity game of two UAVs

5.1 Introduction

In this chapter, Isaacs’ method, described in [10, ch. 4] will be used to solve an ap-
proximation of the capacity game described in Chapter 3. The running cost L will be
considered to be linear (3.14):

L=A+ Br

where = (y. — y;)* + (2. — x;)?, A and B are constants whose expression is obtained
from (3.13) as it is shown in (3.15). The final cost G will be considered to be zero. As
in Chapter 4, we consider each UAV to have a constant acceleration and a friction limit.
Again, this setup is an extension to Isaacs “isotropic rocket” game [10, pp. 105-116],
but considering that pursuer and evader have the same dynamics and not using a constant
running cost.

5.2 Dynamics of the UAVs

We consider the player to have the same control variable as in the previous chapter, which
will be their heading angle with respect to y-axis. Hence, there will be eight states, as in
the previous case, and the dynamics of pursuer and evader are the same as in (4.1).

5.3 Control optimization

Building the Hamiltonian using Isaacs "Main Equation” [10, p. 67] yields:

max m(gnv;fpup + Vi up + Vo, (Fp sin(9) — kyup) 4+ Vo, (F cos(¢) — kyuyp)

+ Vi tte + Vi ve + Vi (Fusin(¢) — kou,) + V,, (F. cos(v) — kev,) (G.D
+A+Br=20

Using that controls are separable allows:
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34 5.4. Retrogressive Path Equations

A+Br +Vy u, +V, v,
+ m(gn (Vup(Fp sin(¢) — kpup) + V,, (£}, cos(¢p) — k:pvp)> + Vi ue + Vi v, (5.2)

+ mﬁx (Vue(Fe sin(y) — keue) + Vo, (Fe cos(v) — k’e“e)) =0

The optimization problems in (5.2) is solved using the same approach as in Section
4.3, and the Hamiltonian (5.2) becomes:

A+ Br+Vy uy + Vv, — ppFy — Ky (Vi v + Vi, up)

5.3
+‘/£L‘eu€ + %eve + PeFe - ke(‘/;)eve + Vueue) =0 G-

5.4 Retrogressive Path Equations

The sixteen Retrogressive Path Equations (RPE) are obtained using the same approach as
in Section 4.4. The eight equations that depend on the dynamics equation are in (4.7).
The other eight RPEs are obtained from the gradient of the value function, using (2.12),
where ME stands again for "Main equation”, and hence, these RPEs are obtained through
derivation of the obtained Main Equation (5.3) with respect to each state variable. The
resulting RPEs are:

V;;fp —2B(xe — 1)

‘/glp _QB(ye - yp)

‘/Efp ‘/;p - kpvup

V;’p — Vyp o kp‘/l)za

Voo || 2B(ze — 1) 64
v, 2B(Ye — Yp)

V; vae - kevue

‘/9 ‘ ‘/ye - keVUe

Ve

Notice that these RPEs are different from the ones obtained in the case before, which
can be seen in (4.8), because of using a different running cost.

5.5 Final conditions

As in Section 4.5, we consider that the capture distance is [ and that the surface capture
will be the ball whose center is the evader position and whose radius is [. Its parametriza-
tion can be found in (4.9). Using (4.9) and (2.13), taking into account that in this game,
the final cost G is zero, the final conditions obtained are the same which were obtained in
Section 4.5, which are the expressions in (4.10).

From (4.10), the two first equations and the fifth show that, in the terminal sphere,
—Ve, = Vo, = Asin(s;) and =V, = V|, = Acos(ss). Also, from the rest of equations
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Chapter 5. Capacity game of two UAVs 35

in (4.10) and that p, = ,/V;2 +V;2 and p. = /V,2 + V;2, in the terminal manifold,
pe = pp = 0. Substituting all that in (5.3) yields:

— As3sin(ss) — Asycos(ss) + Asgsin(ss) + Asycos(ss) + A+ Br =0 (5.5)
Manipulating (5.5) gives the following result for A:

A+ B ((ye — y;)* + (we — 7,)*)
(s3 — s6) sin(ss) + (s4 — S7) cos(ss)
where the value of r was substituted. The expression in the denominator can be simplified:
if final speeds of pursuer and evader are called, respectively, vy, and vy ., we have that:

A:

(5.6)

(5.7)

Hence, replacing and manipulating in (5.6), taking into account that cos?(ss) +sin?(s5) =
1 yields the following expression for A:

A+ B((ge— 4 + (wo— 2,)%)

/Ufm - Ufe

A

(5.8)

5.6 RPEs integration

Let us start integrating the equations in (5.4). The four equations for V,..,V,, V, ,V, are
solved using the initial condition found in the previous section and it yields:

—Va, = Vo, = Asin(ss) — 2B7(x, — x.)

5.9
—Vy, = Vi = Acos(ss) — 2B7(y, — ve) >-9)

where A is defined in (5.8). The other four RPEs in (5.4) are solved by replacing the
values of V.., V;,., V., V, that are in (5.9) and using the initial conditions (in retro time)
from (4.10). The integrated equations are:

Vi = 57 (L3 (5 1) 1) (e 13) — by (67 1) sin(s)
p
Vi = 567 (<28 (57 (ky — 1) + 1) (5 — ) — kyp (€7 — 1) cos(ss))
kp
| (5.10)
Vi, = ﬁe’k’; (2B (€7 (ke — 1) + 1) (ze — @) + keA (€"7 — 1) sin(s3))
Vo, = %ew (2B (7 (ke — 1) + 1) (ye — yp) + ke ("7 — 1) cos(s5))

e
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It is possible to see that the expressions in (5.9) and (5.10) are more complex than
their equivalents in the problem described in the previous chapter, which were (4.14)

and (4.15). The optimal controls can be obtained now: since p, = , /pr + pr and

pe = +/V,2 + V2, substituting the values above yield the following expressions for the
controls:

cos(4") = ——2t
\/ AL+ B
A3 + B
¢
) ’ (5.11)
cos(P*) = ———t
/ A2 2
Al + Bj
sin(yr) = ——2
2 2
Al + B
where:
Ay =2B (" (kym — 1) + 1) (e — yp) + kp (€"7 — 1) cos(ss)
B¢ = 2B (ekzﬂ'( T — ].) + 1) (CCe — l’p) + kpA (eka — ]_) Sin(35) (5 12)
Ay =2B (" (ker — 1) + 1) (ye — yp) + ke (€"7 — 1) cos(ss) '
By =2B (" (ker — 1) + 1) (2. — ) + ke (€7 — 1) sin(ss)

It is possible to see that the optimal controls in (5.11) are neither constant nor equal
for both players, as it happened in the problem in the previous chapter (see (4.16)). In
this case, trajectories of both players are coupled, and the game is still open loop: optimal
trajectories and controls, though coupled, can be obtained from initial conditions of the
game.

The complex expressions for the controls in (5.11) causes that obtaining a closed
expression for speeds and trajectories is pretty hard. Also, since the controls depend
on A and A depends on the final conditions (5.8), if there are no closed expressions for
the trajectories, the approach followed in Section 4.6 cannot be used to obtain the final
conditions using the initial conditions. Hence, in order to solve this game, a similar
approach to the one described in Section 4.8 will be used.

5.7 Simulation 3: Optimization approach solution to ca-
pacity game
In order to extend the approach proposed in Section 4.8 to this capacity game, the same

grid used there for the initial conditions will be used here, that is, z. o, y.0 € {1,6, 11},
Tpo, Ypo € {—10,—5,0}. The rest of the parameters have the following values: u.o =
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Fig. 5.1. Example of trajectories obtained for capacity game, without using Av approx-
imation (as in (5.14)). Initial grid conditions are z.o = 6, yeo = 1, 7,0 = —10,
Ypo = 0. The rest of parameters are described in Section 5.7. Dashed red line is the
pursuer, whereas continuous blue line is the evader. The initial positions are marked in
positions trajectory with a circle, and final capture region is the black circle centered in
the jammer: capture happens when evader enters that region. In speeds plot, the point line
is the speed limit for each player.

Veo = 1, Upo = Upo = =1, Umaze = 1, Unaap = 2, Fe = F, = 1,1 =1, D = 100,
N =100, P; = 1.11 and P, = 1 for a SINR threshold of SINR,,;, = 1, according to
(4.25).

The control equations in (5.11) will be used to numerically solve the system in (4.1)
and hence, obtain the trajectories - that is, velocities and position of pursuer and evader,
respectively. The numerical solver used is not the same that was described in Section 4.8,
since the ODE system might become stiff and hence, a different method is required in
order to be time-efficient. In this case, a variable-step, variable-order solver based on the
numerical differentiation formulas of orders 1 to 5 is used, combined with Gear’s method
[32].

The non-convex optimization algorithm used will be the same that was used in pre-
vious chapter (SOO), but this time, the search will be performed over three dimensions,
since there are three initial parameters to be obtained: final heading angle and final time
(s5 and t respectively) as in the game solved in Section 4.8, and the final difference of
speeds, vy, — vy, which is required to solve (5.8). The number of iterations chosen are
{103,10%,10°}.

Finally, the cost function will be adapted from (4.22) and it will be the following:

ky

- 1+ e—ka(ds=1) + ]{33|S5 o SA5| + k4|AUf - AA'Uf| (513)

fc?

where the first two terms are the same than in (4.22) and the third one is due to the final
difference of speeds, where Av; corresponds to the final difference of speeds obtained

37

25



38 5.7. Simulation 3: Optimization approach solution to capacity game
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Fig. 5.2. Relative distance in final conditions triplets between optimization and Av ap-
proach, computed using the expression in (5.15).

introduced a priori, whereas Av ¢ corresponds to the final difference of speeds in the
trajectories numerically obtained. Hence, this cost function tries to minimize the error
between final heading angle and final difference of speeds, as well as adding a term if
capture does not happen. In this simulation, k; = k3 = k4 = 1 and k; = 500. An
illustration of the steps followed in this method can be found in Algorithm 4.

Algorithm 4 Steps for the optimization approach

1: Obtain initial conditions and game parameters

2: while Cost in (5.13) is greater than threshold do

3:  Guess atriple (ss5,t7, Av)

4:  Solve ODE system numerically from (4.1), using (5.11) and the (s5, s, Av) triple

guessed

5 Obtain capture time, s5 and Av ¢ from trajectories
6:  Compute cost for the triple (s5,%, Av) using (5.13)
7
8

: end while

: The triple (s5,tr, Av) is correct: optimal trajectories are obtained by solving ODE
system numerically from (4.1), using that (s5,ts, Av) triple
{SOO is used in steps 2-7}

Also, an approximation of this method will be tested. Considering that final time ¢/
is sufficiently high for both players to be able to accelerate until they reach their speed
limits, it is possible to approximate the final difference of speeds as follows:

AV = Vpmagp — Umag,e = Vfp — Uy, (5.14)

Using this approximation allows to reduce the dimensionality of the search to two
dimensions, which means a smaller computational cost and time because we only search
for final heading angle and final time (s5 and ¢ respectively) as in the game solved in
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Section 4.8. The cost function used will be (5.13). Considering the final conditions triplet
(s5,tf, Av), we define the relative distance as an error metric following this expression:

[® — %ll» (5.15)

[1%]]2

where ||x||> denotes the Euclidean norm of vector x, X is the triplet of final conditions
obtained with the optimization approach and X is the triplet of final conditions obtained
with the Av approximation, in which Av follows the expression in (5.14). This relative
distance can be observed in Figure 5.2 and we can see that this error is always smaller
than 1.5%, hence, Av approximation is validated. An illustration for the steps followed
in this approximation can be found in Algorithm 5.

Algorithm 5 Steps for the Av approximation approach
1: Obtain initial conditions and game parameters
Obtain an approximation of Av using (5.14)
while Cost in (5.13) is greater than threshold do
Guess a pair (ss, t7)
Solve ODE system numerically from (4.1), using (5.11), the (s5,%s) pair guessed
and the Av approximation
Obtain capture time, S5 and Av ¢ from trajectories
Compute cost for the triple (ss,tf, Av) using (5.13)
end while
The triple (s5,t7, Av) is correct: optimal trajectories are obtained by solving ODE
system numerically from (4.1), using that (s5, %, Av) triple
{SOO is used in steps 3-8}

R

The results obtained can be observed in Table 5.1, and are similar to the ones in Ta-
ble 4.1 for the optimization approach. Since there are no closed expressions, we can not
obtain relative distance measures. It is important to note that this game requires more
iterations than the one in Table 4.1, and hence, the computational cost and time to solve
this Capacity game increases with respect to the one in the previous chapter. It is possible
to see also how the search over two dimensions yield more solutions with the same itera-
tions, as expected: Av approximation is less computationally costly. Finally, an example
trajectory can be observed in Figure 5.1.
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40 5.7. Simulation 3: Optimization approach solution to capacity game

Grid points where solution was found | %

102 iterations 5 6.2

Optimization approach 10* iterations 7 8.7
10° iterations 33 40.7
Optimization approach 1Oi %terat%ons 1 13.0
with Av approximation 10 %terat}ons 44 543
10° iterations 73 90.1

Table 5.1. Results obtained using optimization approach, with and without Av approxi-

mation, for Capacity game.
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Chapter 6

Comparison between games proposed

In Chapter 3 the main problem was posed: a UAV tries to communicate with some relays,
whereas another UAV tries to jam that communication. The jamming was considered to be
effective when both UAVs were within a certain distance. In order to solve the problem,
the Shannon capacity of the system was computed and simplified to the expression in
(3.14). Since the obtained capacity was a function of the distance, the following two
approaches were followed in order to solve the problem:

e In chapter 4, a surrogate function approach was followed. Standard pursuit-evasion
games pose the problem in terms of final time: the pursuer wants to minimize
capture time, whereas the evader wants to maximize it. In other words, evader
tries to be far from pursuer and pursuer tries to be close to jammer. Since capacity
depends on the distance between players, a pursuit-evasion game whose running
cost was L = 1 and whose payoff was the time of capture was posed and solved.
The solution to this game was an open-loop, constant control, which was computed
using three different approaches: an analytical, nonlinear expression, using non-
convex optimization and using a hybrid method.

e In chapter 5, the game was solved in terms of capacity. The running cost was
considered to be a linear function of the capacity, as in (3.14), and this game was
solved. The solution to this game was an open-loop solution, which was solved
using non-convex optimization, since no analytical expression was found for this
game.

In this chapter, the trajectories and controls obtained in both approaches will be com-
pared. Since the simulations done in the Sections before were run on the same grid of
initial conditions for both games, it is straightforward to compare the results.

First, in Figure 6.1, it is possible to see two different examples of trajectories solved
using different approaches for the same initial conditions, the first of them with very
similar trajectories and the second is the trajectory with a high relative distance between
trajectories. For game with running cost L = 1, the hybrid method is used, whereas for
game with running cost . = A + Br, we use the optimization approach. We can compare
the controls, the speeds and the trajectories on the plane. It is possible to see that, for
the game with running cost L. = 1, the controls are constant, whereas for the game with
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running cost L = A + Br, they are nearly constant. This small difference causes speeds
and trajectories to be slightly different.

Secondly, a quantification of how much different the controls and trajectories are can
be found in Table 6.1. The metric used is relative error in controls, which is computed as
follows:

la1 — s 6.1)

aq

where « is the heading angle in the case where running cost L = A + Br and «s is
the heading angle when L = 1. Since heading angle evolves with time in the first case,
the relative error is computed along the whole trajectory for all the grid points of initial
conditions on which both methods reach a solution, and this vector of relative errors is
analyzed in Table 6.1. The methods compared are the hybrid method when L. = 1 and for
the case when L = A + Br, both the optimization approach and the Av approximation
are considered. In the first case, after computing the empirical cumulative distribution
function (CDF), more than 90% of the errors are below 0.5%, whereas in the second case,
more than 90% of the errors are below 1%. That means that it is possible to approach the
second game by the first one, without getting a significant error.

Mean (%) | Median (%) | Standard deviation (%)
Hybrid vs optimization approach 0.74 0.40 2.25

Hybrid vs Av approximation 1.12 0.21 5.70

Table 6.1. Comparison of metrics over relative error in control, computed using (6.1).
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Fig. 6.1. Comparison of controls, speeds and trajectories obtained for games with running

cost L = 1and L = A + DBr. Initial grid conditions are z.p = 1, Yo =
Ypo = —b forcase 1 and 2. = 6, Yo =

]_, Ip’() == 0,

1, zpo = —10, ypo = 0O for case 2. The rest
of parameters are described in Section 5.7. Continuous blue line is evader and dashed red
line is pursuer when L = 1, whereas dotted blue line is evader and dash-dot red line is
pursuer when L. = A+ Br. Itis possible to see that differences in control are small in case
2 and that means that trajectories are quite similar, but in case 1, the control differences
are bigger and hence, trajectories vary more.
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Chapter 7

Conclusions

We propose a new approach for solving games in stochastic scenarios, which consists
in solving a pursuit-evasion game instead of a capacity one using an approximation. A
concrete application to a jamming game has been studied.

The steps we have followed are the following:

e The communications maximum capacity has been computed in the environment we
have posed. After obtaining it, we linearized this function in order to obtain a more
tractable expression. We showed that, in our problem, maximum communications
capacity depends linearly on the squared distance between players.

e The game was solved as a standard pursuit-evasion game, in which the payoff was
the time of capture. In these games, the pursuer tries to capture evader as fast as pos-
sible, whereas evader tries to avoid capture as much time as possible. Since capture
time is a function of distance, this might be seen as a surrogate function approach to
our problem. This game was solved and the controls were obtained using three dif-
ferent approaches: solving a nonlinear system (analytical approach), performing an
optimization over a non-convex, two-dimensional surface (optimization approach)
and solving a non-linear equation and performing a non-convex optimization over
a one-dimensional function (hybrid approach).

e The game was also solved considering that the total system capacity was the payoff,
as a Zero-Sum game. This would be the exact solution to the game we posed. The
solution has been obtained performing an optimization over a non-convex, three
dimensional surface (optimization approach). It is possible, also, to approximate
the solution if final time is high enough, so that the optimization has to be done
only over a two-dimensional surface (Av approximation).

e Both approaches were compared and it was shown that both yield very similar
results, having a very small relative error. Hence, since the first game is faster
and more efficient to solve, we have shown that it is possible to approximate ac-
curately the exact solution by a simpler, faster to compute one, and yet be very
accurate. Hence, the capacity game can be accurately approached as a standard
pursuit-evasion one and be efficiently solved.
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